Effects of chemical aging on global secondary organic aerosol using the volatility basis set approach
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HIGHLIGHTS

- We examined the effects of chemical aging on secondary organic aerosol (SOA).
- The bias of the model was reduced after considering chemical aging.
- Chemical aging increased total SOA production by 53%, from 26.0 Tg to 39.9 Tg yr⁻¹.
- Chemical aging changed volatility distribution of SOA and reduced lifetime of SOA.
- Direct radiative forcing change due to chemical aging of SOA was −0.07 W m⁻².
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ABSTRACT

A global 3-D chemical transport model (GEOS-Chem) is used with the volatility basis set (VBS) approach to examine the effects of chemical aging on global secondary organic aerosol (SOA) concentrations and budgets. We present full-year simulations and their comparisons with the global aerosol mass spectrometer (AMS) dataset, the Interagency Monitoring of Protected Visual Environments (IMPROVE) dataset from the United States, the European Monitoring and Evaluation Programme (EMEP) dataset from Europe, and water-soluble organic carbon observation data collected over East Asia. Using different chemical aging constants, we find that the model results with 4 × 10⁻¹¹ cm³ molecule⁻¹ s⁻¹ are in better agreement with all observations relative to the model results with other aging constants, without aging, and with the two-product approach. The model simulations are improved when chemical aging is considered, especially for rural regions. However, the simulations still underestimate observed oxygenated organic aerosol (OOA) in urban areas. Two sensitivity simulations including semi-volatile primary organic aerosol (POA) were conducted. We find that including semi-volatile POA improves the model in terms of the hydrogen-like organic aerosol (HOA) to OOA ratio. However, the total OA concentrations are not improved. The total SOA production is considerably increased by 53%, from 26.0 to 39.9 Tg yr⁻¹, after considering chemical aging, remaining lower than top-down estimates of SOA production. Direct radiative forcing (DRF) increases by −0.07 W m⁻² due to the chemical aging of SOA, which is comparable to the mean DRF (−0.13 W m⁻²) of OA from the AeroCom multi-model study. This result indicates considerable global and, more importantly, regional climate implications. For example, the regional DRF change due to chemical aging of SOA in the eastern US is −0.29 W m⁻², which is 4 times greater in magnitude than the global mean value.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Organic aerosol (OA) constitutes significant mass fractions (20%–90%) of total dry fine aerosols in the atmosphere (Zhang et al., 2007) and has adverse effects on human health (Folinsbee, 1993; Pavia et al., 1977) and atmospheric visibility (Eidels-Dubovoi, 2002). OA has also received increasing attention in climate studies because of its negative radiative forcing (RF), which may offset a significant fraction of global warming by greenhouse gases (Ming et al., 2005; Myhre et al., 2009). However, the effect of OA on climate is still unclear because of an incomplete understanding of its sources, chemical formation, and physical and chemical characteristics (Hallquist et al., 2009; Kanakidou et al., 2005).
particular, secondary organic aerosols (SOAs), which are produced in the atmosphere from gas-phase precursors, are poorly understood relative to primary organic aerosols (POAs), which are directly emitted from sources.

Global models of OA have shown large discrepancies when compared to the observed values because of the limited capability to simulate SOA. Such simulations poorly represent complex SOA formation in the atmosphere (Heald et al., 2005; Volkamer et al., 2006) and have been primarily based on the gas-particle partitioning of semi-volatile organics (Pankow, 1994a,b), which is typically parameterized in models using two oxidation products (called the two-product approach) developed by Odum et al. (1996). The two-product approach has been found to be sufficient for representing experimentally observed SOA yields in chambers (Chung and Seinfeld, 2002; Griffin et al., 1999).

However, many studies have recently shown that chemical aging reactions in the atmosphere are important (Donahue et al., 2006; Jimenez et al., 2009; Kroll and Seinfeld, 2008) because they can lead to decreases in organic volatility, resulting in increases of SOA mass yields. This photochemical aging, which cannot be properly measured in chemical chambers, may contribute to the very low bias in models that do not simulate chemical aging processes in contrast to the atmosphere, especially photochemical aging processes (Volkamer et al., 2006). The main objective of this study is to examine the effects of chemical aging of SOA on global SOA concentrations and budgets using a global 3-D chemical transport model (GEOS-Chem), with the newly implemented capability to simulate SOA aging.

To efficiently simulate chemical aging in the atmosphere, Donahue et al. (2006) proposed the volatility basis set (VBS) approach, which has been extensively used in regional modeling studies (Lane et al., 2008; Murphy and Pandis, 2009; Robinson et al., 2007; Shrivastava et al., 2008; Tsipidou et al., 2010). Using the VBS approach, SOA-forming reactions from different parent hydrocarbons can be mapped onto the same set of bins encompassing the range of typical ambient organic aerosol mass concentrations (~0.1–100 μg m⁻³). Then, aging reactions can easily be simulated by altering the SOA volatility. The VBS approach has recently been implemented in global models. Farina et al. (2010) first used the Goddard Institute for Space Studies General Circulation Model II (GISS GCM II), a “unified” climate model (4° longitude by 5° latitude with 9 vertical layers), to investigate SOA aging. They found that the OA simulation was in better agreement with the Interagency Monitoring of Protected Visual Environments (IMPROVE) data from the United States. Yu (2011) extended the two-product approach by adding an additional low-volatility tracer with a simple aging step and demonstrated improved SOA simulations, especially in rural areas.

For the simulation of SOA aging processes using the VBS approach, we generally assume that gas-phase semi-volatiles react with OH; the saturation vapor pressures of these semi-volatiles is reduced by one order of magnitude. In this process, an aging constant plays an important role because a high value leads to high mass concentrations of SOA, and vice versa. The aging constant of SOA differs greatly in the literature, ranging from 2.5 × 10⁻¹² cm² molecule⁻¹ s⁻¹ to 4 × 10⁻¹³ cm² molecule⁻¹ s⁻¹. Therefore, its use in models results in large uncertainty. Here, we compare the observed and simulated SOA concentrations with different aging constants to provide constraints on the aging constant for the VBS method.

In contrast, POA is traditionally regarded as nonvolatile. However, based on laboratory experiments, Robinson et al. (2007) proposed that POA emissions are semi-volatile. A number of modeling studies have employed semi-volatile POA (Jathar et al., 2011; Murphy and Pandis, 2009; Pye and Seinfeld, 2010; Shrivastava et al., 2008), which resulted in decreased OA mass concentrations over the source regions but increased OA concentrations away from the source regions as a result of enhanced SOA formation from semi-volatile POA transport.

Jathar et al. (2011) added semi-volatile POA emissions and SOA aging to the GISS GCM II and found that this addition did not enhance the performance of the model compared with the observed OA concentrations. However, the simulated SOA-to-OA ratio was greatly increased, resulting in better agreement with the observed ratio. Pye and Seinfeld (2010) simulated semi-volatile POA using GEOS-Chem and obtained results that were consistent with those of Jathar et al. (2011).

In this study, we implemented the VBS in GEOS-Chem (2° longitude by 2.5° latitude with 47 vertical layers), which is driven by assimilated meteorology (Section 2). We extensively evaluated the model by comparing it with observations from a global aerosol mass spectrometer (AMS) dataset compiled by Zhang et al. (2007) with 10 additional observations compiled by Spracklen et al. (2011), the IMPROVE dataset from the United States (Malm et al., 1994), the European Monitoring and Evaluation Programme (EMEP) dataset from Europe (Yttri et al., 2007), and organic carbon (OC) and water-soluble organic carbon (WSOC) concentration data collected over East Asia (Aggarwal and Kawamura, 2009; Batmunkh et al., 2011; Cho and Park, 2013; Choi et al., 2012; Feng et al., 2006; Li et al., 2010; Miyazaki et al., 2007; Pathak et al., 2011; Pavuluri et al., 2013; F. Zhang et al., 2012; Zhao et al., 2013) (Section 3). Then, we examined the effects of semi-volatile POA aging by conducting sensitivity simulations (Section 4). Based on the simulated results, we analyzed the global sources and burdens of SOA (Section 5). As described below, our results regarding the chemical aging of SOA are in better agreement with global observations than the result obtained with no aging; the simulated SOA concentrations are then used to compute the direct radiative forcing (DRF) of SOA to reveal the global climatic implications (Section 6).

2. Model description

2.1. General description

We use the GEOS-Chem global 3-D chemical transport model (Bey et al., 2001) to examine the effect of chemical aging on global SOA budgets and its climatic implications. The GEOS-Chem model (version 9.12, http://acmg.seas.harvard.edu/geos-index.html) uses assimilated meteorological data from the Goddard Earth Observing System (GEOS-5) of the NASA Global Modeling and Assimilation Office (GMAO). The data include winds, convective mass fluxes, temperature, clouds, PBL thickness, humidity, and surface properties. We use a horizontal resolution of 2° latitude by 2.5° longitude and 47 vertical hybrid pressure-sigma levels up to 0.01 hPa and conduct a full-year simulation of aerosol-oxidant chemistry for 2009. Detailed descriptions of gas and aerosol simulations can be found in the literature (Bey et al., 2001; Fu et al., 2008; Hudman et al., 2007; Liao et al., 2007; Park et al., 2006; Pye et al., 2009). Here, we focus mainly on OA species simulations, which are briefly discussed below.

The simulation of POA in GEOS-Chem was described in detail by Park et al. (2003). The model includes two POA tracers: hydrophobic and hydrophilic POAs. Combustion sources emit hydrophobic POA, which then becomes hydrophilic with an e-folding time of 11.5 days (Cooke et al., 1999; Park et al., 2003). We assume that 50% of POAs emitted are hydrophobic (Park et al., 2003). The SOA simulations are discussed in detail in Section 2.2. The simulation of other inorganic salts in GEOS-Chem was described by Park
et al. (2004). Nitrile aerosol formation is calculated using ISO-RROPIA II (Fountoukis and Nenes, 2007; Pye et al., 2009), which computes the H$_2$SO$_4$—HNO$_3$—NH$_3$—H$_2$O thermodynamics. Wet deposition is simulated using the scheme described by Liu et al. (2001) and applies only to hydrophilic aerosols. This scheme accounts for scavenging in convective updrafts, rainout from convective anvils, and rainout and washout from large-scale precipitation (Mari et al., 2000). Our dry deposition algorithm uses a standard resistance-in-series model dependent on local surface types and meteorological conditions, as described by Wang et al. (1998).

We use global fossil fuel (3.05 Tg C yr$^{-1}$) and biofuel (6.28 Tg C yr$^{-1}$) emissions of POA from Bond et al. (2007), who estimated emissions by country, sector, fuel type, and fuel/technology. Anthropogenic VOC (aromatics: benzene, toluene, and xylene) emissions are obtained from the REanalysis of the TROpospheric chemical composition (RETO) inventory; the total annual aromatic VOC emissions by country, sector, fuel type, and fuel/technology are estimated emissions by country, sector, fuel type, and fuel/technology. Anthropogenic VOC emissions are a main contributor to global aromatic VOC emissions, biomass burning also slightly contributes to aromatic VOC emissions. The annual biomass-burning emission is 13.57 Tg C yr$^{-1}$.

For biomass burning emissions, we use the Global Fire Emission Database version 3 (GFEDv3) inventory, which has been widely used in global CTM studies (van der Werf et al., 2010). The annual global biomass-burning POA emission is 13.49 Tg C yr$^{-1}$. Although anthropogenic emissions are a main contributor to global aromatic VOC emissions, biomass burning also slightly contributes to aromatic VOC emissions. The annual biomass-burning emission is 1.86 Tg C yr$^{-1}$, contributing 12% of the total aromatic VOC emissions. We convert the GFEDv3 monthly data from van der Werf et al. (2010) into 3-h resolution data based on the fire fraction information from Mu et al. (2011) who used MODIS-derived measurements of active fires from the Terra and Aqua satellites and active fire observations with the Geostationary Operational Environmental Satellite Wildfire Automated Biomass Burning Algorithm (http://www.globalfiredata.org/Data/index.html).

Biogenic emissions are obtained from the Model of Emissions of Gases and Aerosols from Nature (MEGAN)v2.1 inventory (Guenther et al., 2012). The MEGAN inventory includes isoprene, methylbutenol, and seven monoterpene compounds (α-pinene, β-pinene, limonene, myrcene, sabine, 3-carene and ocimene). The emissions of these compounds are calculated on the basis of emission activity factors, canopy environment, leaf age, and soil moisture. The global biogenic emissions of isoprene and the seven monoterpene are 456 Tg C yr$^{-1}$ and 91 Tg C yr$^{-1}$, respectively.

2.2. SOA simulation

SOA simulation in GEOS-Chem is based on the scheme developed by Chung and Seinfeld (2002) who used the two-product approach. This scheme has been used in previous studies (Heald et al., 2005; Henze and Seinfeld, 2006; Henze et al., 2008; Liao et al., 2007). A detailed description of the two-product approach in GEOS-Chem can be found in Liao et al. (2007). Here, we briefly discuss a few updates. The model considers nine lumped parent hydrocarbons that consist of monoterpenes, sesquiterpenes, isoprene, and aromatic compounds. Oxidation of these parent hydrocarbons by OH, O$_3$, and NO$_3$ yields a total of 56 products. At every model time step, these oxidation products are partitioned into a gas phase (SOG) and a particle phase (SOA), which are determined by equilibrium partitioning coefficients and pre-existing POA concentrations. These products are then lumped into 10 tracers (5 for gases and 5 for aerosols). Depending on the source, 8 tracers are biogenic, and 2 are anthropogenic. This scheme does not account for aging of the oxidation products.

In our study, we implemented the VBS approach (Donahue et al., 2006) in GEOS-Chem to consider aging reactions. First, we partitioned all semi-volatile organics by volatility, with 6 bins defined by a set of prescribed vapor pressures as follows: [C$^*$] = [0.01, 0.1, 1, 10, 100, 1000] µg m$^{-3}$ at 300 K. C$^*$ is the effective saturation concentration of species $i$. The temperature dependence of C$^*$ is calculated using the Clausius–Clapeyron equation:

$$\Delta T = C^* \exp \left[ \frac{\Delta H}{R} \left( \frac{1}{T_\text{ref}} - \frac{1}{T} \right) \right]$$

where $\Delta H$ is the enthalpy of vaporization, and $R$ is the universal gas constant. $\Delta H$ is one of the most important parameters for SOA formation because it determines the rate that the saturation vapor pressure decreases with decreasing temperature. A high $\Delta H$ value leads to a higher SOA mass increase with decreasing temperatures lower than the reference temperature. The $\Delta H$ values differ from study to study, ranging from ~10 kJ mol$^{-1}$ to ~180 kJ mol$^{-1}$ (Yu, 2011). In this study, the $\Delta H$ values are assumed to be 100 kJ mol$^{-1}$ for C$_1$ = 1 µg m$^{-3}$ and decrease by 6 kJ mol$^{-1}$ for each increase in order of magnitude of C$^*$ (Donahue et al., 2006; Robinson et al., 2007). The GEOS-Chem model previously used 42 kJ mol$^{-1}$ for all SOA tracers (Chung and Seinfeld, 2002).

In the VBS approach, each VOC reacts with OH, O$_3$, and NO$_3$; the resulting oxidation products (semi-volatile species) are allocated into 4 bins, [C$^*$] = [1, 10, 100, 1000] µg m$^{-3}$, using yield parameters based on chamber studies. We adopt the yield parameters compiled by Farina et al. (2010) (Table 1). Following Henze et al. (2008), we consider one NO$_3$ level (low NO$_3$) for biogenic species and two NO$_3$ levels (high and low NO$_3$) for aromatic species.

<table>
<thead>
<tr>
<th>Oxidants</th>
<th>Species$^a$</th>
<th>Saturation concentration (µg m$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>OH and O$_3$</td>
<td>ALPH</td>
<td>0.07</td>
</tr>
<tr>
<td>LIMO</td>
<td>0.32</td>
<td>0.31</td>
</tr>
<tr>
<td>TERP</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td>ALCO</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>SESQ</td>
<td>0</td>
<td>0.55</td>
</tr>
<tr>
<td>ISOP</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>BENZ</td>
<td>0.0049</td>
<td>0.1079</td>
</tr>
<tr>
<td>TOLU</td>
<td>(0.0049)</td>
<td>(0.1079)</td>
</tr>
<tr>
<td>XYLE</td>
<td>0.0053</td>
<td>0.1170</td>
</tr>
<tr>
<td>NO$_3$ Monoterpenes</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>Sesquiterpenes</td>
<td>0.07</td>
<td>0.06</td>
</tr>
</tbody>
</table>

$^a$ ALPH – pinene, sabine, carene, and terpenoid ketones; LIMO – limonene; TERP – terpinene and terpapolene; ALCO – myrcene, terpenoid alcohol; SESQ – sesquiterpenes; ISOP – isoprene; BENZ – benzene; TOLU – toluene; XYLE – xylene.

Compared with previous SOA studies using GEOS-Chem, we have considerably updated the yield parameters of semi-volatile species, as shown in Table 1. For example, the isoprene yield parameter of the VBS is 0.04, based on several chamber studies (Farina et al., 2010; Dommen et al., 2006; Kleindienst et al., 2007; Kroll et al., 2005, 2006). However, the parameter for the two-product approach is 0.26 (Henze and Seinfeld, 2006; Kroll et al., 2006), which is much higher. Yield parameters of other VOCs also differ between the VBS and the two-product schemes. For example, we use 0.52–0.79 for aromatic VOCs with the VBS approach, which are higher than the values (0.09–0.47) used by Henze et al. (2008). The effects of the updated yield parameters on the global budget of SOA are discussed in Section 5.

The chemical aging of semi-volatile organics is accounted for by decreasing their saturation vapor pressures. In our study, we only
applied the aging to aromatic species. Biogenic species are not aged following previous global modeling studies (Farina et al., 2010; Jathar et al., 2011). Lane et al. (2008) and Murphy and Pandis (2009) found that models overestimated the observed OA concentrations when they considered the aging of both biogenic and anthropogenic SOA. Murphy and Pandis (2010) further investigated SOA aging and found that including only anthropogenic SOA aging resulted in the best agreement with observations relative to the other cases, which used only biogenic SOA aging, no aging, and both biogenic and anthropogenic SOA aging.

There may be two reasons related to biogenic SOA aging for the overestimation of OA concentrations in models. First, mass yield parameters of biogenic SOA represent completed reactions; hence, they do not need to be aged (i.e., biogenic SOA aging is already accounted for in the yield parameters) (Farina et al., 2010; Jathar et al., 2011). This can be partially explained from chamber studies — the growth of SOA from VOCs having one double bond stops once all the VOCs are consumed (i.e., no aging process); some biogenic VOCs (e.g., α-pinene, β-pinene, Δ3-carene) have one double bond (Ng et al., 2006). These monoterpenes constitute a large portion of biogenic SOA (Hallquist et al., 2009). Second, the chemical aging using the VBS approach only accounts for functionalization. However, in the real atmosphere, there might be an offset between functionalization (decreased volatility) and fragmentation (increased volatility) effects, especially for biogenic SOA (Murphy et al., 2012).

At every time step, we calculate the amount of aged gas-phase aromatic SOAs proportional to the reaction with OH using various rate constants: $1 \times 10^{-10}$, $4 \times 10^{-11}$, $1 \times 10^{-11}$, $4 \times 10^{-12}$, and $1 \times 10^{-12}$ cm$^3$ molecule$^{-1}$ s$^{-1}$. The vapor pressure of these aged SOAs is reduced by one order of magnitude, and they are moved into the next lower bin (Jathar et al., 2011). Additionally, we further conduct a no aging case with the VBS and the two-product schemes as a control run. All SOAs in the model are assumed to be hydrophilic aerosols, which are subject to wet deposition.

### 3. Model evaluation

We focused our model evaluation on surface networks of OA observations. First, we compared the model with the global AMS dataset, which measures OA into two categories: hydrocarbon-like OA (HOA) and oxygenated OA (OOA). We also used two regional observation network datasets, IMPROVE and EMEP, from the United States and Europe, respectively. These data do not classify OA, as in the AMS dataset, and instead provide total OC concentrations that we used for comparison with the model simulations. Finally, we evaluated the model in East Asia using OC and WSOC data collected over East Asia.

#### 3.1. Global

We used the AMS dataset compiled by Zhang et al. (2007) along with 10 more observations compiled by Spracklen et al. (2011) to evaluate our global simulations, which were conducted for 2009. The simulated year is different from the observation...
period of the AMS dataset (2000–2008). However, this difference
is not significant in terms of monthly variations (on which our
model evaluation is primarily focused), as shown in previous
studies (Farina et al., 2010; Jathar et al., 2011; Spracklen et al.,
2011; Yu, 2011).

The AMS combines aerodynamic lens inlet technology with
thermal vaporization and electron-impact mass spectrometry to
provide measurements of speciated PM mass concentrations and
distributions. Canagaratna et al. (2007) described AMS
measurement techniques and associated issues in detail. Factor
analysis of AMS spectra can be used to divide OA into two
groups: HOA and OOA. On the basis of many recent observations
(Aiken, 2009; Aiken et al., 2008; Dzepina et al., 2009; Lanz et al.,
2007; Zhang et al., 2005), we assumed that POA is equivalent to
the observed HOA and that SOA is equivalent to the observed
OOA.

Fig. 1 shows the scatter plots of the simulated concentrations
versus the observed concentrations for \( \text{SO}_4^{2-} \), \( \text{NO}_3^- \), \( \text{NH}_4^+ \) and HOA
(POA). A global comparison of inorganic \( \text{SO}_4^{2-} \), \( \text{NO}_3^- \) and \( \text{NH}_4^+ \) aerosols provides an evaluation of the GEOS-Chem aerosol simu-
lations in terms of transport and other depositional loss processes
(Park et al., 2004). The statistical parameters, including the
regression slope, correlation coefficient (\( R \)), normalized mean bias
(NMB), normalized mean error (NME) and root mean square error
(RMSE), between the observations and the model are summarized
in Table 2. We found that the \( \text{SO}_4^{2-} \) and \( \text{NH}_4^+ \) concentrations are
generally in good agreement with the observations (NMBs are –2% and
48%, respectively), but the \( \text{NO}_3^- \) concentrations are over-
estimated (NMB is 178%) in the model. This overestimation occurs
mainly in Europe (NMB is 521%) where other inorganic \( \text{SO}_4^{2-} \) and
\( \text{NH}_4^+ \) aerosols are also overestimated. The NMB of \( \text{SO}_4^{2-} \) is 46% and
the NMB of \( \text{NH}_4^+ \) is 220%. This result is most likely due to the
overestimated regional EMEP emission inventories in Europe.
Overall, the model reproduced the inorganic concentrations well

<table>
<thead>
<tr>
<th>Type</th>
<th>Species</th>
<th>Data points</th>
<th>Slope</th>
<th>( R )</th>
<th>NMB</th>
<th>NME</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban</td>
<td>( \text{SO}_4^{2-} )</td>
<td>14</td>
<td>0.68</td>
<td>0.95</td>
<td>–0.11</td>
<td>0.33</td>
<td>1.89</td>
</tr>
<tr>
<td></td>
<td>( \text{NO}_3^- )</td>
<td>14</td>
<td>1.23</td>
<td>0.67</td>
<td>0.90</td>
<td>1.19</td>
<td>4.24</td>
</tr>
<tr>
<td></td>
<td>( \text{NH}_4^+ )</td>
<td>14</td>
<td>0.81</td>
<td>0.86</td>
<td>0.21</td>
<td>0.48</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>HOA</td>
<td>14</td>
<td>1.59</td>
<td>0.49</td>
<td>0.26</td>
<td>0.52</td>
<td>2.97</td>
</tr>
<tr>
<td>Urban downwind</td>
<td>( \text{SO}_4^{2-} )</td>
<td>6</td>
<td>–0.93</td>
<td>–0.09</td>
<td>0.24</td>
<td>0.49</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>( \text{NO}_3^- )</td>
<td>6</td>
<td>5.91</td>
<td>0.79</td>
<td>4.55</td>
<td>4.55</td>
<td>5.66</td>
</tr>
<tr>
<td></td>
<td>( \text{NH}_4^+ )</td>
<td>6</td>
<td>3.02</td>
<td>0.43</td>
<td>1.75</td>
<td>1.75</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>HOA</td>
<td>6</td>
<td>1.15</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td>Rural</td>
<td>( \text{SO}_4^{2-} )</td>
<td>24</td>
<td>0.76</td>
<td>0.16</td>
<td>0.00</td>
<td>0.84</td>
<td>3.62</td>
</tr>
<tr>
<td></td>
<td>( \text{NO}_3^- )</td>
<td>23</td>
<td>11.71</td>
<td>0.63</td>
<td>4.87</td>
<td>5.06</td>
<td>2.54</td>
</tr>
<tr>
<td></td>
<td>( \text{NH}_4^+ )</td>
<td>23</td>
<td>1.87</td>
<td>0.33</td>
<td>0.55</td>
<td>1.12</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td>HOA</td>
<td>14</td>
<td>9.7</td>
<td>0.56</td>
<td>5.22</td>
<td>5.30</td>
<td>3.8</td>
</tr>
<tr>
<td>All</td>
<td>( \text{SO}_4^{2-} )</td>
<td>44</td>
<td>0.72</td>
<td>0.57</td>
<td>–0.02</td>
<td>0.61</td>
<td>2.91</td>
</tr>
<tr>
<td></td>
<td>( \text{NO}_3^- )</td>
<td>43</td>
<td>1.64</td>
<td>0.63</td>
<td>1.78</td>
<td>2.02</td>
<td>3.71</td>
</tr>
<tr>
<td></td>
<td>( \text{NH}_4^+ )</td>
<td>43</td>
<td>1.01</td>
<td>0.71</td>
<td>0.48</td>
<td>0.82</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>HOA</td>
<td>34</td>
<td>1.78</td>
<td>0.43</td>
<td>0.85</td>
<td>1.07</td>
<td>3.11</td>
</tr>
</tbody>
</table>

Fig. 2. Scatter plots of the modeled (y-axis) versus observed (x-axis) OOA for selected cases, i.e., the VBS approach with aging constants of \( 4 \times 10^{-11} \) and \( 4 \times 10^{-12} \) cm\(^3\) molecule\(^{-1}\) s\(^{-1}\), the VBS approach with no aging condition, and the two-product scheme. The 1:1 line (solid), 2:1 lines (dashed), and 10:1 lines (dotted) are indicated.
except for NO$_3^-$ concentrations, similar to previous GEOS-Chem evaluations conducted in East Asia (Jeong et al., 2010) and in the United States (Heald et al., 2012).

Because GEOS-Chem transports organic carbon (OC) mass as a tracer for POA, we needed to convert the carbon mass of POA (POC) into the organic matter concentrations for the comparison with the AMS observations, which were provided as organic matter (OM) mass concentrations. For the conversion of POC into POM, we multiplied the model POC concentrations by an OM/OC ratio of 2.1, following the method used in previous studies with GEOS-Chem (Henze et al., 2008; Pye et al., 2010; Pye and Seinfeld, 2010). Moreover, the model transports organic matter mass for SOA. Therefore, we did not need to apply the OM/OC ratio to SOA.

The statistical parameters for the evaluation of OOA and TOA against AMS observations. The numbers of data points are given in parentheses. Table 3

<table>
<thead>
<tr>
<th>Type</th>
<th>Case</th>
<th>OOA</th>
<th>TOA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Slope</td>
<td>R</td>
</tr>
<tr>
<td>Urban (14)</td>
<td>1 x 10$^{-10}$</td>
<td>-0.29</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td>4 x 10$^{-11}$</td>
<td>-0.28</td>
<td>-0.06</td>
</tr>
<tr>
<td></td>
<td>1 x 10$^{-11}$</td>
<td>-0.24</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>4 x 10$^{-12}$</td>
<td>-0.20</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>1 x 10$^{-12}$</td>
<td>0.16</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>No aging</td>
<td>0.15</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Urban downwind (6) | 1 x 10$^{-10}$ | 0.35 | 0.53 | -0.38 | 0.42 | 2.46 | 0.28 | 0.46 | -0.21 | 0.40 | 2.50 |
|          | 4 x 10$^{-11}$ | 0.34 | 0.53 | -0.41 | 0.44 | 2.54 | 0.28 | 0.45 | -0.24 | 0.41 | 2.55 |
|          | 1 x 10$^{-11}$ | 0.30 | 0.52 | -0.49 | 0.50 | 2.79 | 0.27 | 0.40 | -0.31 | 0.43 | 2.76 |
|          | 4 x 10$^{-12}$ | 0.27 | 0.50 | -0.57 | 0.57 | 3.03 | 0.26 | 0.35 | -0.37 | 0.45 | 2.96 |
|          | 1 x 10$^{-12}$ | 0.23 | 0.48 | -0.67 | 0.67 | 3.34 | 0.26 | 0.29 | -0.45 | 0.48 | 3.22 |
|          | No aging | 0.19 | 0.48 | -0.73 | 0.73 | 3.56 | 0.24 | 0.25 | -0.51 | 0.51 | 3.42 |

Rural (27) | 1 x 10$^{-10}$ | 0.63 | 0.39 | -0.39 | 0.64 | 1.93 | 1.51 | 0.55 | 0.18 | 0.64 | 2.57 |
|          | 4 x 10$^{-11}$ | 0.61 | 0.38 | -0.42 | 0.65 | 1.96 | 1.51 | 0.55 | 0.16 | 0.64 | 2.55 |
|          | 1 x 10$^{-11}$ | 0.55 | 0.34 | -0.48 | 0.68 | 2.05 | 1.48 | 0.53 | 0.10 | 0.65 | 2.53 |
|          | 4 x 10$^{-12}$ | 0.50 | 0.30 | -0.54 | 0.71 | 2.15 | 1.45 | 0.51 | 0.04 | 0.65 | 2.52 |
|          | 1 x 10$^{-12}$ | 0.43 | 0.22 | -0.62 | 0.74 | 2.30 | 1.42 | 0.49 | -0.03 | 0.65 | 2.53 |
|          | No aging | 0.39 | 0.15 | -0.68 | 0.77 | 2.40 | 1.40 | 0.47 | -0.08 | 0.65 | 2.54 |

| All (47) | 1 x 10$^{-10}$ | 0.40 | 0.24 | -0.43 | 0.61 | 3.47 | 0.72 | 0.47 | -0.08 | 0.58 | 4.26 |
|          | 4 x 10$^{-11}$ | 0.38 | 0.23 | -0.45 | 0.62 | 3.49 | 0.72 | 0.47 | -0.10 | 0.58 | 4.26 |
|          | 1 x 10$^{-11}$ | 0.34 | 0.26 | -0.52 | 0.64 | 3.57 | 0.70 | 0.47 | -0.15 | 0.58 | 4.28 |
|          | 4 x 10$^{-12}$ | 0.29 | 0.26 | -0.58 | 0.67 | 3.66 | 0.69 | 0.46 | -0.20 | 0.59 | 4.31 |
|          | 1 x 10$^{-12}$ | 0.25 | 0.24 | -0.66 | 0.72 | 3.81 | 0.68 | 0.46 | -0.25 | 0.61 | 4.38 |
|          | No aging | 0.22 | 0.22 | -0.71 | 0.76 | 3.92 | 0.68 | 0.45 | -0.29 | 0.62 | 4.44 |

Two product | 0.15 | 0.40 | -0.82 | 0.83 | 4.08 | 0.68 | 0.46 | -0.38 | 0.64 | 4.53 |
3.2. United States

We used observations from the IMPROVE network for 1988–2012 to evaluate the model in the United States (Malm et al., 1994). Most of the sites are situated in rural regions measuring background concentrations of OA. The number of sites increased from 37 in 1988 to 219 in 2012. The data were observed every 3 days; more than 280,000 samples were used for our comparison. However, the IMPROVE network does not separate HOA and OOA and instead provides total OC concentrations, which are measured using the thermal optical reflectance (TOR) method (Chow et al., 1993). For comparison with the model results, we computed the observed monthly mean concentrations averaged on the $2^\times2.5^\circ$ model grid.

Fig. 3 shows the scatter plots of the simulated versus observed OC concentrations, and the statistics are given in Table 4. The model with a high aging constant showed improved results; less scatter was found and the NMB was reduced from ~30% to 2%. The $R$ value also improved as the aging constant increased. However, the NME slightly increased with the $1 \times 10^{-10}$ (0.43) and $4 \times 10^{-11}$ (0.42) cm$^3$ molecule$^{-1}$ s$^{-1}$ aging constants. These simulations are still better than those using either the two-product scheme (0.56) or the no aging cases (0.47). Statistical parameters show that the VBS approach with chemical aging is better than the other methods for reproducing the observations in the United States.

3.3. Europe

Fig. 4 shows the comparison of the model results with monthly mean observations of OC at EMEP sites for 2002–2003 (Yttri et al., 2007). The EMEP also provides total OC concentrations, which were measured using the thermal optical transmittance (TOT) method (Birch and Cary, 1996).

Similar to the comparison with the United States, including chemical aging reduces biases and errors in the model simulations (Table 4). However, in contrast to the IMPROVE comparison, $R$ remained unchanged, and the model continued to underestimate OC concentrations. The model appears to be better in the United States than Europe because IMPROVE sites in the United States are primarily situated in rural areas. The mean OC concentration from IMPROVE is 1.19 $\mu$gC m$^{-3}$, three times lower than the OC concentration from EMEP (3.83 $\mu$gC m$^{-3}$). As discussed in Section 3.1, the model reproduced observations well in downwind and rural areas, where grid-scale processes are dominant.

3.4. East Asia

Long-term observations of OA in East Asia are unavailable. Instead, we collected episodic OC and WSOC data measured on relatively short-term periods from the literature (Table S1). For the evaluation of SOA in the model, we used observed WSOC concentrations, which can be used as a proxy for SOA (Sullivan et al., 2006;
However, WSOC concentrations are not entirely SOA in the atmosphere because some POA species, especially those from biomass burning, may be soluble (Sullivan et al., 2006, 2004; Weber et al., 2007). Therefore, the observed WSOC concentrations should be regarded as the upper limit of SOA concentrations. However, the annual biomass-burning contribution to OC is relatively minor in East Asia (Jeong et al., 2010). We also compared the observed and simulated OC concentrations in East Asia as an alternative validation of the model.

Fig. 5 displays a comparison of the simulated and observed WSOC concentrations over East Asia. The statistical parameters of the OC and WSOC comparison are listed in Table 5. We found that the model underestimated the observed WSOC (NMB: −84% to −70%) and OC (NMB: −70% to −60%) regardless of the chemical aging constant used. This underestimation resulted because the observations in East Asia were mainly from highly polluted urban regions (e.g., Beijing and Guangzhou) and resolution of the model is too coarse to simulate the high concentrations from heavily polluted megacities – the observed mean concentration of OC is 14.19 μgC m⁻³ and that of WSOC is 4.16 μgC m⁻³. The observed mean WSOC concentration over East Asia is even higher than the mean OC concentration from IMPROVE (1.19 μgC m⁻³) and EMEP (3.83 μgC m⁻³). Second, although there are slight improvements in the statistical parameters (NME from 84 to 71% and RMSE from 4.16 to 3.66 μgC m⁻³) after the inclusion of chemical aging, they are very limited. The model still shows significant low biases with the

<table>
<thead>
<tr>
<th>Case</th>
<th>IMPROVE OC</th>
<th>EMEP OC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slope</td>
<td>R</td>
</tr>
<tr>
<td>1 × 10⁻¹⁰</td>
<td>1.20</td>
<td>0.50</td>
</tr>
<tr>
<td>4 × 10⁻¹¹</td>
<td>1.17</td>
<td>0.50</td>
</tr>
<tr>
<td>1 × 10⁻¹¹</td>
<td>1.11</td>
<td>0.49</td>
</tr>
<tr>
<td>4 × 10⁻¹²</td>
<td>1.06</td>
<td>0.48</td>
</tr>
<tr>
<td>1 × 10⁻¹²</td>
<td>1.02</td>
<td>0.47</td>
</tr>
<tr>
<td>No aging</td>
<td>0.99</td>
<td>0.46</td>
</tr>
<tr>
<td>Two product</td>
<td>0.87</td>
<td>0.42</td>
</tr>
</tbody>
</table>

Fig. 4. Scatter plots of OC concentrations between EMEP observations (x-axis) and the model (y-axis) for selected cases, i.e., the VBS approach with aging constants of 4 × 10⁻¹¹ and 4 × 10⁻¹² cm⁻³ molecule⁻¹ s⁻¹, the VBS approach with no aging condition, and the two-product scheme. The 1:1 line (solid), 2:1 lines (dashed), and 10:1 lines (dotted) are indicated. The number of points is 142.
highest aging constant, indicating the possibility of missing sources of SOA in East Asia (Liu et al., 2012).

3.5. Discussion

In the evaluations above, the VBS approach with chemical aging showed better agreement with the observations in terms of mean mass concentrations (NMB) and errors (NME and RMSE). However, the model performance differs regionally. In polluted urban regions, the model significantly underestimates the observed OA, and $R$ is also low. In clean rural areas, the model reproduces the observed OA with high $R$ values and small biases.

Comparisons between the observations and the model results with different aging constants allowed us to provide a constraint on the aging constants for the VBS approach. We found that the simulation using $4 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ agreed best with the global SOA observations despite significant biases in some regions. The model with the highest aging constant, i.e., $1 \times 10^{-10}$ cm$^3$ molecule$^{-1}$ s$^{-1}$, exhibited a similar performance, and less improvement was observed in some regions compared to simulations using $4 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$. Furthermore, the $1 \times 10^{-10}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ aging constant has never been used in previous studies because it is too high. Therefore, we recommend the use of $4 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ with the VBS approach. All of the results below are from the model with this value, including a semi-volatile POA simulation, global budget analysis, and DRF estimation.

Although the use of chemical aging reduced the gap between the model and the observations, the model still underestimated the

![Fig. 5. Scatter plots of WSOC concentrations between observations (x-axis) and the model (y-axis) over East Asia for selected cases, i.e., the VBS approach with aging constants of $4 \times 10^{-11}$ and $4 \times 10^{-12}$ cm$^3$ molecule$^{-1}$ s$^{-1}$, the VBS approach with no aging condition, and the two-product scheme. The 1:1 line (solid), 2:1 lines (dashed), and 10:1 lines (dotted) are indicated. The number of points is 27 and associated references are given in Table S1.](image)

**Table 5**

<table>
<thead>
<tr>
<th>Case</th>
<th>OC (57)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>WSOC (27)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slope</td>
<td>$R$</td>
<td>NMB</td>
<td>NME</td>
<td>RMSE</td>
<td>Slope</td>
<td>$R$</td>
<td>NMB</td>
<td>NME</td>
</tr>
<tr>
<td>$1 \times 10^{-10}$</td>
<td>0.27</td>
<td>0.63</td>
<td>-0.66</td>
<td>0.66</td>
<td>12.35</td>
<td>0.21</td>
<td>0.31</td>
<td>-0.70</td>
<td>0.71</td>
</tr>
<tr>
<td>$4 \times 10^{-11}$</td>
<td>0.27</td>
<td>0.63</td>
<td>-0.66</td>
<td>0.66</td>
<td>12.38</td>
<td>0.21</td>
<td>0.29</td>
<td>-0.71</td>
<td>0.72</td>
</tr>
<tr>
<td>$1 \times 10^{-11}$</td>
<td>0.27</td>
<td>0.63</td>
<td>-0.66</td>
<td>0.67</td>
<td>12.45</td>
<td>0.20</td>
<td>0.26</td>
<td>-0.73</td>
<td>0.74</td>
</tr>
<tr>
<td>$4 \times 10^{-12}$</td>
<td>0.27</td>
<td>0.63</td>
<td>-0.67</td>
<td>0.68</td>
<td>12.50</td>
<td>0.20</td>
<td>0.25</td>
<td>-0.75</td>
<td>0.76</td>
</tr>
<tr>
<td>$1 \times 10^{-12}$</td>
<td>0.27</td>
<td>0.63</td>
<td>-0.68</td>
<td>0.68</td>
<td>12.58</td>
<td>0.19</td>
<td>0.28</td>
<td>-0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>No aging</td>
<td>0.27</td>
<td>0.64</td>
<td>-0.68</td>
<td>0.69</td>
<td>12.63</td>
<td>0.19</td>
<td>0.32</td>
<td>-0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>Two product</td>
<td>0.27</td>
<td>0.62</td>
<td>-0.70</td>
<td>0.70</td>
<td>12.82</td>
<td>0.26</td>
<td>0.20</td>
<td>-0.84</td>
<td>0.84</td>
</tr>
</tbody>
</table>
observed SOA concentrations, indicating the existence of missing SOA formation processes, e.g., aqueous-phase oxidation (Carlton et al., 2008; Washenfelder et al., 2011) and acid catalysis reactions of SOA from glyoxal (Liggio et al., 2005). The reported glyoxal imbalance between model simulations and observations can increase equivalent SOA mass by a few μg m⁻³ in urban areas, e.g., Mexico City (Volkamer et al., 2007). Furthermore, our models did not include other potential parent VOCs. For example, MBO, a potential parent VOC, has recently been reported as a possible source of SOA (H. Zhang et al., 2012a). Further investigation is needed to examine these missing processes through observations and improved models.

The simulated planetary boundary layer (PBL) and its related mixing processes can also cause a gap between model simulations and observations. Lin and McElroy (2010) showed that changing the PBL mixing scheme can reduce model biases over the United States by more than 10 ppb for surface ozone concentrations at night and by 2–5 ppb during the afternoon. However, computing the PBL height is difficult because the PBL height differs between algorithms approximately by a factor of 3 or 4, or more than 1 km (Seidel et al., 2010). More investigation is needed to calculate the appropriate PBL heights through improved observational methods and model schemes.

In this work, the VBS scheme accounts for the functionalization process. The recently proposed two-dimensional volatility basis set (2D-VBS) can simulate both functionalization and fragmentation processes (Donahue et al., 2011, 2012a,b; Murphy et al., 2012). However, a simplified functionalization scheme (analogous to the 1D-VBS approach used in this work) still showed a better performance than a functionalization and fragmentation scheme (Murphy et al., 2012), which requires too many parameterizations (e.g., functionalization kernel and functionalization/fragmentation branching ratio) that are poorly constrained.

### 4. Semi-volatile POA simulations

As discussed in Section 3.1, a significant overestimation of POA occurs in rural areas, possibly due to the absence of semi-volatile POA in the model. To examine the simulated sensitivity to semi-volatile POA, we conducted sensitivity model simulations using the VBS approach. We adopted an approach proposed by Robinson et al. (2007) even though their method possesses a high level of uncertainty, especially in the estimates of intermediate-volatility organic compounds (IVOCs) and semi-volatile organic compounds (SVOCs). In addition, it is computationally expensive. To resolve these issues, we suggest a simple approach to account for the semi-volatility of POA. The details are described below.

#### 4.1. Semi-volatile POA simulation with the VBS approach

Based on the VBS approach, we added three more species with higher volatility, resulting in 9 volatility bins: [C₄₋₅] = [0.01, 0.1, 1, 10, 100, 1000, 10,000, 100,000, 1,000,000] μg m⁻³. The three highest volatility bins were used to represent IVOCs, and the others were used to represent SVOCs. The semi-volatile POA was partitioned into these volatility bins using normalized emission factors: [0.03, 0.06, 0.09, 0.14, 0.18, 0.30, 0.40, 0.50, 0.80]. The sum of these factors is 2.5. The semi-volatile POA emission amounts to 2.5 times the non-volatile POA emissions estimated from diesel emission profiles (Jathar et al., 2011; Robinson et al., 2007; Shirvastava et al., 2008; Tsipidi et al., 2010). As a result, all POAs and SOAs were considered semi-volatile compounds.

We separated semi-volatile POA into fresh POA (emitted directly from the sources) and oxidized POA (oxidized with the hydroxyl radical). We assumed fresh POA to be HOA and oxidized POA to be OOA, as described by Shirvastava et al. (2008) and Murphy and Pandis (2009). The mass increase after one oxidation process is 7.5%, according to Robinson et al. (2007). For the aging of semi-volatile POA, we used an aging constant of 4 × 10⁻¹¹ cm³ molecule⁻¹ s⁻¹, which is the most widely used for semi-volatile POA aging (Bergstrom et al., 2012; Jathar et al., 2011; Murphy et al., 2011; Murphy and Pandis, 2010; Robinson et al., 2007; Shirvastava et al., 2008; Tsipidi et al., 2010).

Table 6 summarizes the statistics from the comparison between the semi-volatile POA simulation and the AMS observations. Compared with the previous results shown in Tables 2 and 3, the model showed an improvement, especially for HOA concentrations. Specifically, the simulated high bias with non-volatile POA (RMSE of 3.11) was reduced after using semi-volatile POA (RMSE of 1.85). In general, the biases in the model were decreased. However, the remaining discrepancies between the model simulations and observations are highly region dependent. For example, the simulated HOA concentrations were higher than the observations in urban and urban downwind regions (Table 2) and are now lower than the observations (−75 % and −72 % for urban and urban-downwind regions, respectively); whereas the high bias in the rural regions (522%) is greatly reduced (−20%). The NMB of HOA in all regions is −68%, indicating that the fresh POA concentration is low, as semi-volatile POA aging reactions occur too rapidly. A smaller aging constant for semi-volatile POA may reduce this bias (i.e., more semi-volatile POA remains as fresh POA), even though the 4 × 10⁻¹¹ cm³ molecule⁻¹ s⁻¹ aging constant was best for SOA.

In contrast, the low bias of the simulated OOA was greatly reduced in urban and urban downwind regions. However, the model slightly overestimates the observed OOA in rural regions.
These changes in simulated OOA concentrations are also consistent with those of HOA, indicating rapid semi-volatile POA aging reactions. The \( R \) values for all regions are slightly improved for HOA (0.47 from 0.43) and OOA (0.43 from 0.25). However, \( R \) is decreased slightly for TOA (0.44 from 0.47).

The consideration of semi-volatile POA did not result in a dramatic improvement in terms of TOA concentrations. However, including semi-volatile POA resulted in a significant improvement in both HOA and OOA concentrations, which is consistent with previous studies (Jathar et al., 2011; Robinson et al., 2007). As a result, the simulation with the semi-volatile POA better reproduced the observed HOA/OOA ratio.

### 4.2. Direct conversion of POA to SOA

Here, we suggest a simple approach that uses an additional POA (oxygenated POA) tracer to represent semi-volatile POA. Most chemical transport models employ two POA tracers: hydrophobic and hydrophilic POAs. Chemical oxidation and mixing with other soluble aerosols are important processes for changing the hydrophobicity of POA species. Thus, we considered more oxidation in the atmosphere. Therefore, hydrophilic POA is further oxidized to become oxygenated POA, which is analogous to SOA formed from semi-volatile POA, as discussed above. This conversion was simulated using an oxidation process by the OH radical with a rate constant of \( 4 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \) (the same value as in Section 4.1). Accompanying mass increases for each oxidation process were accounted for using different organic matter to organic carbon (OM/OC) ratios for each POA tracer. We applied different OM/OC ratios, i.e., 1.2 for hydrophobic, 1.8 for hydrophilic, and 2.4 for oxygenated POA, to maintain consistency with the study by Turpin and Lim (2001). They reported that the OM/OC ratios were 1.6 ± 0.2 for urban aerosols and 2.1 ± 0.2 for nonurban aerosols. In our model, the OM/OC ratio is close to 1.5 in nearby source regions and 2.4 in remote regions where most of the POA is oxidized. These OM/OC ratios are also within the range measured by Aiken et al. (2008).

The mass increases per one oxidation reaction were 50% (1.8/12) for hydrophobic to hydrophilic conversion and 33% (2.4/1.2) for hydrophilic to oxygenated conversion. These increases are comparable to the 50% mass increase suggested by Pye and Seinfeld (2010) and the 40% mass increase suggested by Grieshop et al. (2009). Note that the oxidation reaction occurs in the gas phase in other studies (Grieshop et al., 2009; Pye and Seinfeld, 2010; Robinson et al., 2007). However, this simple approach oxidizes aerosol tracers because it carries only aerosols.

As shown in Table 6, the results of the direct conversion are similar to the results reported in Section 4.1. The HOA concentrations in urban and urban-downwind regions are lower than the observations. However, the magnitude of the low bias was reduced (−42% for urban). The HOA concentrations in rural regions were higher (80%) than those of the observations, indicating that the conversion rate of fresh POA to oxygenated POA in the simple conversion case was lower than that in the case of semi-volatile POA with the VBS approach. RMSEs greatly improved in all regions in terms of OOA and HOA. However, the simulated TOA results were slightly worse than the results of the non-volatile POA simulation. Similar to Section 4.1, the inclusion of semi-volatile POA improved the model performance in terms of HOA/OOA, but the performance of the model remained similar for TOA. In the comparisons above, we demonstrated that the simple conversion approach can be as effective as the semi-volatile POA simulations suggested by Robinson et al. (2007), and sometimes even better, especially considering computational efficiency.

<table>
<thead>
<tr>
<th>Production</th>
<th>( 4 \times 10^{-11} \text{ mol} )</th>
<th>No aging</th>
<th>Two-product</th>
</tr>
</thead>
<tbody>
<tr>
<td>- POA</td>
<td>47.8</td>
<td>47.8</td>
<td>47.8</td>
</tr>
<tr>
<td>- SOA</td>
<td>39.9</td>
<td>26.0</td>
<td>23.3</td>
</tr>
</tbody>
</table>

Although the consideration of semi-volatile POA in both methods did not produce significant improvements in terms of total OA predictions, it does show significant improvements in the HOA/ OOA ratios. This is consistent with the results by Jathar et al. (2011) who showed that the simulated SOA to OA ratios were greatly increased and approached the observed ratios after including semi-volatile POA in the simulations.

## 5. Global budgets of OA species

We estimated the global budgets of OA species using three different models: our best model with the \( 4 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \) aging constant, the model with the VBS approach with no aging, and the model with the two-product method. The tabulated global source of SOA species using the two-product approach is 23.3 Tg yr\(^{-1}\). Our estimates using the two-product approach here are also consistent with the 23–30.3 Tg yr\(^{-1}\) range reported in previous studies (Henze et al., 2008; Pye and Seinfeld, 2010).

Table 7 summarizes the simulated results of the OA budgets. Here, we focused mainly on values of the SOA species because the POA values are identical among the three models. A comparison between the VBS approach with no aging and the two-product scheme shows the effect of the updated yield parameters. A comparison between the model with aging (\( 4 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \)) and with no aging shows the effect of chemical aging. We found that the model with aging yielded the highest total SOA production, i.e., 39.9 Tg yr\(^{-1}\), which was 1.5 times higher than the 26.0 Tg yr\(^{-1}\) predicted by the no aging model. Moreover, the updated yield parameters resulted in relatively minor enhancements in SOA production relative to the two-product model (23.3 Tg yr\(^{-1}\)).

As expected from the comparison above, the SOA burden with aging (116 Tg) is 30% higher than that with no aging (80.9 Tg). However, this increase is substantially smaller than that for the production of SOA (53% increase) mainly because of the volatility distribution change in SOA. In comparison with the no aging case, the volatility distribution for the aging case shifts toward low saturation vapor pressure bins (Table 7). Therefore, the aerosol...
phase is more favorable in the aging case. SOA from the model with aging is more concentrated in the boundary layer where vertical transport is very limited by wet deposition processes, especially in the form of aerosols. Consequently, the lifetime of SOA with aging (10.6 days) is shorter relative to that of SOA with no aging (12.5 days). Similarly, the SOA burden of the no aging case was slightly lower than that predicted using the two-product scheme although the SOA production of the no aging case was higher than that predicted using the two-product method.

Kanakidou et al. (2005) previously estimated 12–70 Tg yr\(^{-1}\) of SOA production based on global model simulations with no chemical aging of SOA. Farina et al. (2010) estimated 38.1 Tg yr\(^{-1}\) of global SOA production with chemical aging of SOA. Although our best estimate of global SOA production with the VBS approach (39.9 Tg yr\(^{-1}\)) is higher than that of the two-product scheme (23.3 Tg yr\(^{-1}\)), it is still lower than the top-down estimates of 50–380 Tg yr\(^{-1}\) by Spracklen et al. (2011), obtained using AMS observations and the GLOMAP global chemical transport model. Our best estimate of the global OA source using the VBS approach (87.7 Tg yr\(^{-1}\)) is also lower than the top-down estimate of 315 Tg yr\(^{-1}\) by Heald et al. (2010),\(^1\) estimated based on satellite observations of aerosol optical depth. Our global SOA burden using the VBS approach is 1.16 Tg, higher than the 0.98 Tg given by Farina et al. (2010) and lower than the top-down estimate (1.84 Tg) of Spracklen et al. (2011). Finally, our OA burden is 1.96 Tg, slightly higher than the 1.7 Tg from the AeroCom multi-model mean (Textor et al., 2006) but lower than the 5.3 Tg estimated by Heald et al. (2010).\(^1\) The lifetime of OA in our model is 8.2 days, which is within the range (4.3–11 days) of the AeroCom multi-model study (Textor et al., 2006) and slightly lower than the 9.4 days reported by Farina et al. (2010).

It has been reported that models underestimate SOA concentrations in the free troposphere as well as the boundary layer (Heald et al., 2005, 2011). To examine the effect of chemical aging on SOA in the free troposphere, we plotted the increased (aging minus no aging) SOA concentrations in the boundary layer and free troposphere in Fig. 6. Increases of SOA concentrations are spatially consistent with that of aromatic VOC emissions (Henze et al., 2008), reflecting only the chemical aging of anthropogenic SOA. In the boundary layer, the SOA concentrations increased to 1.50 \(\mu g\) m\(^{-3}\), with a global mean increase of 0.10 \(\mu g\) m\(^{-3}\). However, in the free troposphere, this increase was reduced with a global mean increase of 0.04 \(\mu g\) m\(^{-3}\) and a maximum increase of 0.20 \(\mu g\) m\(^{-3}\). We found that the aerosol phase fraction of semi-volatiles in the aging case is 45%, much higher than that of semi-volatiles with no aging (34%). Due to limited upward transport by the accompanying wet scavenging with vertical updrafts, the SOA concentration increase owing to the chemical aging was reduced as altitude increased.

6. Effect of chemical aging on global DRF of SOA

We used our best estimate of SOA concentrations in Section 5 to compute the clear-sky DRF of SOA at the top of the atmosphere. We first computed the aerosol optical depths (AODs) at 19 spectral wavelength bands for the radiative transfer calculation using the MIE algorithm package (Wiscombe, 1980). A refractive index of 1.53–0.005i, an effective radius of 0.0212 \(\mu m\), and a density of 1.8 g cm\(^{-3}\) were used for all OA species in this calculation (Chin et al., 2002). We used aerosol hygroscopic growth factors from Chin et al. (2002). Then, the calculated AODs at 19 wavelengths (ranging from 0.2 to 4.4 \(\mu m\)) were used in the National Center for Atmospheric Research Column Radiation Model version 2 (NCAR CRM2) for the DRF calculation. The meteorological input data needed for the computation were obtained from the GEOS-5 assimilated meteorological data.

The left panel of Fig. 7 shows the DRF of SOA for the no aging scenario. The spatial pattern of DRF reflects the aerosol concentrations; the highest DRF values occur in the Northern Hemisphere and in active biomass-burning regions. The area-weighted global mean value is \(-0.21\) W m\(^{-2}\), indicating the cooling effect on the Earth’s climate.

The right panel of Fig. 7 shows the changes in DRF of SOA as a result of chemical aging reactions (i.e., DRF of SOA with aging minus that of SOA with no aging). Because the chemical aging adds to the SOA concentrations, the global mean DRF of SOA decreased to

---

\(^1\) We applied an OM/OC ratio of 2.1 to convert TgC to Tg.
–0.28 W m⁻². The spatial pattern of DRF change is similar to Fig. 6. Notably, the global mean decrease in the SOA DRF because of chemical aging is –0.07 W m⁻², comparable to the AeroCom multi-model mean DRF of OA (–0.13 W m⁻²) (Schulz et al., 2006). The AeroCom DRF was calculated based on the difference between pre-industrial and industrial OA concentrations, assuming that SOA is 100% biogenic. Therefore, the anthropogenic SOA DRF was assumed to be negligible in the AeroCom study and in the IPCC AR4 report (Forster et al., 2007). The DRF per burden in this study is –0.24 W m⁻² Tg⁻¹, which is also consistent with that of the AeroCom study (mean value of –0.21 W m⁻² Tg⁻¹, ranging from –0.39 W m⁻² Tg⁻¹ to –0.09 W m⁻² Tg⁻¹). Therefore, there is a small possibility that our radiative transfer model overestimates the radiative effect of SOA.

The effect of chemical aging on the DRF of SOA is more important regionally, especially for industrialized regions, e.g., the eastern United States (–0.29 W m⁻² over 100°W–70°W, 25°N–50°N), western Europe (–0.20 W m⁻² over 10°W–50°E, 35°N–70°N), and East Asia (–0.17 W m⁻² over 100°E–150°E, 10°N–50°N). These increased regional DRF values of SOA are 2.5–4 times higher than the globally increased mean DRF value, which has important implications for regional climates.

7. Conclusions

SOA is globally more important than POA. However, the SOA formation process and properties are still poorly understood. As a result, SOA models have typically significantly underestimated observations. Global SOA models using the two-product method have not yet considered the chemical aging of SOA, which many studies have shown to be important.

In this study, we implemented the VBS approach for SOA simulation in GEOS-Chem to simulate the chemical aging of SOA and examined its effects on the SOA burden and its climate implications. Using the model with different aging conditions, we conducted extensive evaluations of the model by comparison with observations in various regions (global, the United States, Europe, East Asia) and found that the model with the 4 × 10⁻¹¹ cm³ molecule⁻¹ s⁻¹ aging constant is most suitable for simulating SOA aging with the VBS approach. We also tested two semi-volatile POA simulations, i.e., the semi-volatile POA with the VBS approach and the simple conversion of POA to SOA. Both simulations showed improved results in terms of HOA and OOA but failed to improve the model results in terms of TOA.

We used our model results to analyze the effect of chemical aging on the global budgets of SOA. The inclusion of chemical aging increased the global SOA production by 53%, from 26.0 Tg yr⁻¹ to 39.9 Tg yr⁻¹. Moreover, the global SOA burden was increased by 30%, from 0.89 Tg to 1.16 Tg. Chemical aging reduced the gap between the observation and the model and substantially increased the SOA production relative to previous studies. However, the model still underestimated the observations in urban regions and in the free troposphere, indicating possible missing sources. Further investigation of SOA formation (e.g., in-cloud processing) is needed through observations and improved models.

We computed the DRF of SOA species with aging and no aging conditions. The effect of chemical aging on the global mean SOA DRF was –0.07 W m⁻², comparable to the AeroCom multi-model mean OA DRF of –0.13 W m⁻². Because of its patch-like distribution, it is more important regionally, especially for industrialized regions. The DRF changes over the eastern United States, western Europe, and East Asia were 2.5–4 times higher than the global mean DRF change.
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